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ABSTRACT
Most of the typical digital systems are not fully aware of
the users’ affect states. Adapting to the users’ state showed
great potential for enhancing user experiences. However, most
approaches for sensing affective states,specifically arousal and
valence, involve expensive and obtrusive technologies, such
as physiological sensors attached to users’ bodies. This paper
present an indicator of the users’ affect based on eye tracking.
We use a commercial eye tracker to monitor the user’s pupil
size to estimate their arousal and valence in response to videos
of different content. To assess the effect of different content
(namely pleasant and unpleasant) influencing the arousal and
valence on the pupil diameter, we conducted a user study with
25 participants. The study showed that different content of
videos affect the pupil diameter, thereby giving an indicator
about the user’s state. We provide empirical evidence showing
how to unobtrusively detect changes in users’ state. Our initial
investigation gives rise to eye-based user’s tracking, which
introduces the potential of new applications in the field of
affect-aware computing.

ACM Classification Keywords
H.5.2. Information Interfaces and Presentation (e.g. HCI):
Miscellaneous

Author Keywords
Arousal; Valence; Eye Tracker; Pupil Diameter.

INTRODUCTION
Affect-aware systems aim to sense users’ internal states and
to adapt their interface and behavior accordingly. Such sys-
tems offer opportunities to tailor activities in areas such as
work, health care, education, and even gaming. For example,
affect-aware systems can enhance the quality of education
by responding appropriately to a student’s emotional feed-
back. Accurate reliable automatic detection of emotions is a
necessary first step in any affect-aware system.
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Despite over 50 years of work in the area, how to sense af-
fect state in a robust, accurate, timely, and unobtrusive way is
still an open challenge. Affect state has been measured tradi-
tionally by subjective self-reporting. For instance, using the
Self-Assessment Manikin (SAM)[6] is a common example of
the first category, where participants are asked to report their
own state. Other approaches include observing the human.
Human emotions tend to show themselves in many ways, the
first of which is human behavior. Humans engaged in a con-
versation often exhibit nonverbal cues such as body language,
facial expression, temperature [2] and tone of voice [9]. Ex-
tensive research has been done to deduce the emotional state
of individuals from facial expressions, tone of voice [9], or
text-based [21] interaction.

Recently, a lot of work has aimed at studying physiological
indicators of human emotions [1, 2, 10], such as heart rate
and skin temperature [17]. Intuitively, physiological changes
can indicate the onset of certain emotions, e.g. a dangerous
situation that triggers a sense of fear causes a fight-or-flight
response in which heart rate is elevated. Using the appropriate
bio-sensors to measure and record such involuntary physiolog-
ical changes that occur in response to emotions is, therefore,
an appropriate way of automatically detecting and identifying
emotional states. This area of inquiry has become more pop-
ular in recent years, since technological advances that made
such sensors smaller, less obtrusive, and more efficient.

Eye tracking is a strong candidate for state measuring. Eye
trackers are unobtrusive and operate in real time. Previous
research has shown that eye features reveal different aspects
of our internal states, including attention [15], affect [19]
and stress [12]. Further, advances in miniaturization and mass
production have continuously brought down the prices of these
devices. Consumer-grade trackers are readily available, and
make monitoring affect states on a large scale feasible.

In this paper, we present a method for estimating users’
arousal and valence based on pupil size using a commercial
wearable eye tracker. Our method works with off-the-shelf
hardware and is applicable for ubiquitous computing
environments. It estimates the arousal and valence state of
the user and opens up new opportunities for deployments of
affect-aware technologies.
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In this work, we advance the state-of-the-art of automatic
affect state estimation through the following contributions:

• We propose a method for estimating the arousal and valence
using a single sensor as well as a single metric.

• We demonstrate the validity of our metric through a user
study, showing that the estimate for the user state strongly
correlates with the content difference in a naturalistic task
(watching videos of different genres).

RELATED WORK
Awareness of user’s emotional state is an ongoing challenge
for HCI research. Our work builds on strand of prior research
on utilizing wearable eye tracking for affect state estimation.

Affect State Estimation
Observing users with the aid of sensors can give cues about
their affect states. Affect recognition has been involved in
vast number of emotional aware applications and domains e.g.
tutoring systems, gaming, affective computing, health care,
customized websites, call centers and adaptive systems[14].

Different approaches have been introduced to estimate af-
fect states ranging from using facial expressions [8], facial
temperature [17], eye movements [18], Galvanic Skin Re-
sponse (GSR) [10], brain signals [20], and Electrodermal ac-
tivity (EDA) [16].

One of the main advantages of physiological sensors, such as
GSR, Blood Volume Pressure (BVP), and pupil diameter is
that they are controlled by the Autonomic Nervous Systems
(ANS). The nerves that control the size of the pupil react to
emotions changing the pupil size involuntarily, which ensures
accurate detection of emotions[19]. On the other hand, a major
limitation of current physiological approaches is the price of
the sensors as well as the need for sensors to be in direct
contact with the user.

Eye trackers showed the potential to be one of the reliable
biosensors in detecting emotions. Eye trackers are now com-
mercially available in terms size and cost. Moreover, they
could be used in a wearable and remote forms. Several stud-
ies explored the usage of eye trackers to estimate emotional
content based on the pupillary size difference.

Visual Stimuli
Previous research used images to elicit emotions [3, 7, 15,
13]. They showed that pupillary diameter becomes larger on
emotional arousing stimuli regardless of whether they were
pleasant or unpleasant. Moreover, [7] showed that pupil’s
response during picture viewing reflects emotional arousal
associated with increased sympathetic activity.

Audio Stimuli
Other studies used audio stimuli [4, 5, 19]. They investigated
how they relate to pupil size variation with different stimuli.
Results showed that pupil size was significantly larger after
both negative and positive than neutral stimulation.

In summary, most of the research used different stimuli to ex-
plore the effects of emotional arousal and valence on different
eye activity features. The results supported the hypothesis that

pupillary size is an indicator of individuals’ emotional states
as it dilates with emotional states regardless of whether it is
pleasant or unpleasant emotions.

EYE TRACKING FOR AROUSAL AND VALENCE ESTIMA-
TION
Limited research has been conducted to infer valence from
pupil size. Tavakoli et al. [11] were successful to elicit valence,
they combined 10 eye movement features to recognize valence
caused by visual stimuli.

In this work, we aim to investigate the emotional valence using
one metric only, namely, the pupil diameter size with a com-
mercial sensor using multi-sensory stimuli (video clips). This
stimuli was chosen because it is closer to real life situations
that elicit different emotions. The commercial eye tracker
was chosen because one of the objectives of this study is to
assess the feasibility of the usage of commercial sensors to be
embedded in systems that are applied not only in experimental
environments. In summary, in this work, we focus on one
main research question:

• Can we distinguish arousal and valence using a commercial
wearable eye tracker? More specifically, do the changes in
pupil diameter correlate with valence as it correlates with
arousal? (RQ)

STUDY: CORRELATING VALENCE AND AROUSAL WITH
PUPIL DILATION
To test our hypothesis of the ability of eye trackers to derive
arousal and valence states based on pupil dilation percentage,
we conducted a user study in which we recorded the pupil
diameter of participants’ in two activity states: 1) Relaxing
as the baseline and 2) watching videos with different content
types.

Design
We applied a repeated-measures design, all participants were
exposed to all conditions. We studied the effect of the tasks on
the pupil diameter. For the baseline, we asked the participants
to relax. For the video watching task we provided 5 videos
with 2 different content types, namely pleasant and unpleasant
content:

1. Pleasant:

(a) "Smile" by Sia 1,
(b) "Hoverboard in Real Life! In 4K"2,
(c) "The Nights" by Avicii3,

2. Unpleasant:

(a) "The Last of Us" 4,
(b) and a death scene from Disney’s "The Lion King" 5.

1https://www.youtube.com/watch?v=IKjJ6DQF7xY
2 https://www.youtube.com/watch?v=gMaDhkNJA2g
3https://www.youtube.com/watch?v=UtF6Jej8yb4
4https://www.youtube.com/watch?v=DidjobKweCs
5 https://www.youtube.com/watch?v=4Jo9OQfXstM
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We chose these content types because of their presumed differ-
ences in affect. Moreover, we aimed to evaluate the estimation
of the arousal and valence using naturalistic content, rather
than controlled lab stimuli.

To confirm our presumed content types, 28 volunteers were
asked to rate the emotional impact of the videos using the
scale [6]. The videos were evaluated on two aspects, both
on a numerical scale from 1 to 9: cheerfulness (1 being sad-
dest/least cheerful, 9 being happiest/most cheerful), and emo-
tional arousal (1 being least arousing, 9 being most arousing).
Based on the collected rating our presumed classification was
confirmed.

Additionally, We collected subjective rating from the partici-
pants during the study to reconfirm our categorization of the
videos used. To overcome the order effect, the order of the
tasks was counter-balanced using a Latin Square.

Figure 1. Setup: eyetracker, display and user performing the task.

Apparatus
Our experimental setup consisted of the Pupil wearable eye
tracker 6. The gaze accuracy and precision are 0.60 and 0.08
degrees respectively with frame rate of 120 Hz. A Lenovo
Y510P with a screen resolution of 1366x768 was used to dis-
play the videos for the participants. The eye tracker uses USB
as power source as well as to transfer data. The participants
were asked to look at the screen placed at 0.8m from the
participant as shown in figure 1.

Data Recordings
We utilized the Pupil Capture and Pupil Player 7. Pupil
Capture was used for recording videos from the eye camera.
Pupil Player was used to extract data from the recorded videos
recorded by Pupil Capture to CSV files for later analysis.

Participants and Procedure
We recruited 25 participants (7 females) with an average age of
21.74 years (SD = 2.35) using university mailing lists. None
of the participants were wearing eye glass. Participants were
6https://pupil-labs.com/pupil/
7https://github.com/pupil-labs/pupil/releases/tag/v0.9.
13/

students of different majors. None of the participants had any
previous experience with eye trackers.

After arriving in the lab, participants filled in their demograph-
ics and signed a consent form and received an explanation
of the purpose of the study. First, participants were asked to
relax for 4 minutes.Next, we asked participants to watch the
set of videos, each for 2 minutes followed by Grey screen for
5 seconds. The order of the tasks was counter-balanced using
Latin-square. After each of the video watching task, they were
asked to rate the video by filling in SAM scale [6].

The study took approximately 30 minutes. During the entire
experiment, we recorded the mean dilation value and the con-
fidence level from the pupil responses. The experiment was
conducted with a maintained screen brightness to isolate any
influence on the recorded pupil diameter.

RESULTS
We analyzed the effect of the video content and how they in-
fluence the arousal and valence on the recorded pupil diameter.
We used a single metric as our dependent variable: variation
in pupil diameter. We defined the pupil diameter change as
the difference between the mean diameter during the baseline
recording and the mean diameter during the performance of
the task.

Video Rating
Regarding the SAM ratings, a paired-samples t-test was con-
ducted to compare the mean value between the valence for the
pleasant and unpleasant stimuli.

There was a significant difference in the mean values between
the pleasant and unpleasant stimuli (M=3.94, SD= 1.59) with
p < 0.001 for all videos. These results suggest that the SAM
results are reliable and can be taken into consideration while
choosing the stimulus.

Effect of Arousal on the Pupil Diameter
Regarding the arousal testing results, a paired-samples t-
test was conducted to compare pupil dilation in neutral and
emotional conditions. It compares between pupil dilation
in the baseline phase and the phases of watching the pleas-
ant/unpleasant videos. There was a significant difference in
the scores for the dilation percentage of the baseline and each
emotional video of the five ones chosen (Table 5.2) with p <
0.001 for all pairs.

These results suggest that watching the emotional videos does
have an effect on pupil dilation regardless if they are pleasant
or unpleasant. Specifically, our results suggest that when
users get affected by arousal stimuli, they have their pupil size
dilated.

Video Arousal (Mean::SD) Valence (Mean::SD) Pupil Diameter (Mean::SD)
Smile 6.04 2.19 6.63 1.01 14.7 11.1

The nights 7.11 1.93 7.25 1.48 13.8 9.7
Hoverboard 5.92 1.64 5.88 1.11 13.5 12.2

The last of us 7.32 1.96 2.8 1.15 22.9 13.6
Lion King 6.53 2.66 3.2 3.91 22.9 13.2

Table 1. Mean and Standard Deviation of the Subjective Ratings of the
Videos and the Pupil Size Change Relative to the Baseline.
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Figure 2. Average percentage of pupil dilation when exposed to pleasant
(red) and unpleasant stimuli (blue).

Effect of Valence on the Pupil Diameter
A one-way repeated measures ANOVA was conducted to com-
pare the effect of the videos on pupil dilation percentage in
pleasant and unpleasant conditions. There was a significant
effect of video type Wilks’ Lambda = 0.29, F (4,25) = 14.87,
p =0.00. Paired samples t-tests were used to make post hoc
comparisons between different video types. The first two
paired samples t-test indicated that there was a significant
difference in the pupil dilation percentage between the first
pleasant video "Smile" (M= 14.7, SD=11.1), and both unpleas-
ant videos (M1=22.9, SD1=13.6) t(24)= -5.33, (M2=22.9,
SD2=13.2) t(24)= -5.18, with p = .000 for both tests.

A second pair of paired samples t-test indicated that there
was a significant difference in the pupil dilation percentage
between the second pleasant video "The Nights" (M= 13.8,
SD=9.7), and both unpleasant videos t(24)= -5.8, and t(24)=
-5.6 with p = .000 for both tests.

A third pair of paired samples t-test indicated that there was a
significant difference in the pupil dilation percentage between
the third pleasant video "Hoverboard" (M= 13.5, SD=12.2),
and both unpleasant videos t(24)= -7.2, and t(24)= -6.8, with
p = .000 for both tests. The paired sample t-tests between
each two videos from the same category had no statistical
significance difference in pupil dilation (p>0.05), therefore
our RQ is positively answered, where there is difference in
pupil size upon valence.

State Classification
In order to identify the different states, we needed to compute
a threshold for the dilation values. We systematically tested
the threshold values from the graph as shown in Figure 2.
Finally, we calculated a general percentage to elicit emotions
change. As shown in Figure 2 emotions can be triggered after
10% dilation from the baseline. In addition, if the eyes dilated
more than 16%, then this can identify unpleasant emotions.
Finally, pleasant emotions can be identified if the dilation falls
between 10% and 15%.

DISCUSSION
Informed by previous work, we hypothesized that change in
arousal and valence would lead to a change in the participants’
pupil diameter. We tested the effects of different tasks and
their content on pupil diameter changes. We elicited change in
the affected state through a naturalistic task. We found that a
change in video content leads to a change in the pupil diameter.

We found an average increase in the diameter ranging between
10%-15% for pleasant content and above 16% for unpleasant
content. The pupil diameter increases are correlated with
the activation of the ANS, where the nerves that control the
size of the pupil react to emotions changing the pupil size
involuntarily. Our results answer RQ by showing that the
pupil diameter varies differently in response to the valence
state of the user.

LIMITATION AND FUTURE WORK
In this work, we demonstrated how to use eye trackers to assess
arousal and valence. Our findings suggest that commercial
eye trackers are a suitable method for assessing individual’s
affect state. However, our approach has its limitations. We
acknowledge that we considered a controlled setup, where the
brightness of the surroundings was kept constant. Also, we
used a wearable eye tracker, exploring the usage of remote eye
tracker would lead to touch-less, and unobtrusive method to
estimate users’ state. Another limitation is the added effect of
scene changes within individual clips on pupil size. However,
more sophisticated approaches (e.g. using machine learning)
could be used to consider the influence of the surrounding
brightness change.

Further studies can be made using a wider pool of randomly
sampled clips to obtain more generalizable results. Further in-
vestigation can be made into the effect of individual emotional
triggers on the pupillary response. We aim to further validate
the computed thresholds for pleasant and unpleasant states. In
future research, we aim to evaluate the performance of using
single metric as opposed to other multiple features for instance
the 10 eye features as proposed by Tavakoli et al. [11].

CONCLUSION
In this work we described our approach to derive users’ state
based on pupil diameter using commercial wearable eye
tracker. We investigated the effects of two different video
content on pupil diameter changes. We observed significant
changes in the pupil diameter upon the activation of the ANS
due to a stimulus. Based on these observations, we proposed a
technique for estimating and quantifying arousal and valence
states using a single metric.

We envision that our results can be ported to be used by remote
eye trackers, allowing a touch-less, and unobtrusive method to
estimate users’ state. This would introduce wider scenarios of
affect-aware applications including: adaptive systems, health
care, education, and gaming providing novel and enhanced
user experience.
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